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L INTRODUCTION TO RESEARCH AND
RESEARCH PROBLEMS

Rev. Dr. 1. Jesudoss, SJ.

Introduction

Research is considered to be more formal, systematic, intensive
process of carrying on the scientific methods of analysis. Research is
literally speaking, a kind of human behavior, and an activity in which
people are engaged. It involves a more systematic structure of
investigation, usually resulting in some sort of formal record of
procedures and conclusion. It is also the activity of collecting information
in an orderly and systematic fashion. Research is the voyage of discovery.

It is the quest for answers to unsolved problems.

Research is required in any field to come up with new theories to
modify, accept, or nullify the ex1st1ng theory. According to Advanced
Learner’s Dictionary, Research is “a careful investi gation or inquiry
specially through search for new facts i 1n any branch of knowledge’.
Redman and Mory define Research as,’ a systematlzed effort to gain

‘new knowledge.’

Objectives of Research

Research attempts to achieve new insights into the problemand
discover facts which are existing in the world. It invents new solutions
tothe problems. Research highlights the significance of the phenomenon
under study and develops new tools, concepts and theories for a better
study. Also it tests the hypothesis of casual relationship between variables
and writes the report based upon the findings of the research. Research
aims, at planning and thus contributes to national development.

Meaning of Educational Research

Educational Research is cleansing of educatlonal process Many
experts think that Educational Research is the systematic application of
scientific method for solving educational problems. In education,
teachers, administrators, scholars or others engage in educational
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ii) Conduct face-to-face interviews

This can be a good way to ensure that you are reaching your
target demographic and can reduce missing information in your
questionnaires, as it is more difficult for a respondent to avoid answering
aquestion when you ask it directly.

iii) Try using the telephone

While this can be a more time-effective way to collect your data,
it can be difficult to get people to respond to telephone questionnaires.

iv) Include a deadline

Ask your respondents to have the questionnaire cofnpleted and
returned to you by a certain date to ensure that you have enough time
to analyze the results.

v) Make your deadline reasonable

- Giving respondents up to two weeks to answer should be more
than sufficient. Anything longer and you risk your respondents forgetting
about your questionnaire. ,

vi) Consider providing a reminder

A week before the deadline is a good time to provide a gentle
reminder about returning the questionnaire. Include a replacement of
the questionnaire in case it has been misplaced by your respondent.

Conclusion :

Question designing remains primarily a matter of common sense
and experience and of avoiding known pitfalls, as there are no hard
and fast rules relating to it. Hence alternative versions of questions must
be rigorously tested in pre-tests. Test-revision-retests play a crucial
role in questionnaire construction. Every researcher must remember
that the knowledge of procedures involved in research is perhaps the
most important tool because without this, the best computers and most
reliable tests would be useless. :
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V1. QUANTITATIVE DATA ANALYSIS
Dr. A. Michael J. Leo

Data analysis in any educational research is an important task of
the researcher. There are quantitative and qualitative analyses dependmg
upon the nature of the methodology. This chapter e_xplains precisely the
process of quantitative data analysis in educational res‘ear'ch. The
following are the steps involved in the process of quantitative data

~analysis.

1. DataCollection | "py A Michael J. Leo
2. - DataEntry % " Assistant Professor in Education
1
%
!

3. Analysisof Data

1. Data Collection
Data collection methods in educational research are used to gat%ler
information that is then analyzed and interpreted. As such, data qu}ecuon
is a very important step in conducting research and can influence results
significantly. Once the research question and sources. of ‘data are
identified, appropriate methods of data collection are determined. Data
collection includes a broad range of more specific techniques.

Historically, much of the data collection performed m educational
research depended on methods developed for studies in the ﬁelfi of
psychology, a discipline which took what is termed a ‘quantitative
approach. This involves using instruments, scales, t‘ests, structured
observation and interviewing. As contemporary educational researchers
also draw from fields such as business, political science and medicine,
the data collection in education has become a multidisciplinary
phenomenon. '

Need for Data Collection : il
From the following points, a researcher can understand the need
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3. Analysis of Data
Data

are collected for both variables as well as attributes. These are
gathered in terms of frequency and scores. It depends on the type of
instrument employed for its measurement. Generally tests yield the data
in the form of scores and questionnaires provide the data in the form of

frequency.
Difference between Facts and Data
The facts and data have been distinguished in the following manner,

a. The facts are organized in the original form whereas the data are
organized in a systematic order.

b. The facts are difficult to interpret. But the data can be interpreted
easily.

c. The facts are mysterious in nature but data have no mystery.

d. The facts are descriptive in nature whereas data are explanatory.

e. The facts are collected in historical or survey research whereas
data are gathered in a scientific and experimental study.

f The facts may not be directly the basis of findings or research
conclusions, but the data are directly linked with research
conclusions.

g. The facts are not amenable to objective statistical treatments
whereas data can be easily subjected to objective statistical
treatments.

Nature of Data
The data can be classified into two broad categories.
1. Qualitative Data or Attributes
2. Quantitative Data or Variables

Qualitative Data

The characteristics or traits for which numerical value cannot be
assigned are called attributes, E.g. Motivation. The responses to open-
ended questions of a questionnaire or a schedule, first hand information

56

from people about their experiences, ideas, beliefs, etc. and selected
content or excerpts from documents, case histories, personal diaries
and letter are other examples of qualitative data.

Quantitative Data

Data are classified on the basis of the characteristics possessed
by the different group of units of auniverse. When the data are classified
on the basis of qualities, which are incapable of direct measurement,
the classification is said to be according to the attributes. When the
data are classified on the basis of quantitative measurement, the
classification is said to be according to class intervals. The classification
can be,

a. Geographical (Village, Town, Districts).
b. Chronological (Time Basis).

c. Qualitative (Attributes).

d. Quantitative (Magnitude).

Qualitative Classification

In qualitative classification, data are classified on the basis of
some attributes or qualities such as gender, colour, religion, etc. The
point to note, in this attribute under study cannot be measured, one can
only find out how many persons are living in urban area and how many
in rural area. When only one attribute is studied, two classes are formed
namely classes possessing the attributes and not possessing the attribute.
This type of classification is known as simple classification. For an
example, a population is divided into two categories as Rural and Urban.

The type of classification where two classes are formed is called
2-fold or dichotomies classification. The type of classification where
several classes are formed is called manifold classification.
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Scales of Measurement

Measurement is defined as the assignment of numbers to objects
and events according to logically accepted values. Or measurement
has co.o: defined as a numerical method of describing observations of
Bmﬁnm_m.g.owmamoﬁmmmom. When a defined portion of the material or
ovm&oﬁ.dmco is used as a standard for measuring any sample, a valid
and precise method of data description is provided. A convenient way
of mem_.mgmos of the measurement levels is made by Stevens, S.S
(1951) in his book Scales of Measurement. According Su Q:m
classification there are four levels of measurement scales.

Figure 2
Classification of Data and Scale

Quantitative

1. Nominal Scale

. A nominal scale is the least precise method of measurement.
Nominal scales of measurement are used when a set of objects among
?.<o or more categories are to be differentiated on the basis of qualitative
9@”@8.:08. Anominal scale describes differences between things by
assigning them to categories-such as Business man, Professional
Farmer, and Coolie and to subsets such as male or female. ,
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Nominal data are counted data. Each individual can be amember
of only one category and all the members of the category have the
same defined characteristics such categories as nationality, gender, socio
economic status, race, occupation or religious affiliation provides
examples. Nominal scales are non orderable and only arithmetical
operation applicable to such scales is counting. .

2. Ordinal Scale

The ordinal scale of measurement corresponds to quantitative
classification of a set of objects. Sometimes it is possible to indicate not
only that things differ, but that they differ in amount or degree. Ordinal
scales permit the ranking of items or individuals from highest to lowest
the ranking of students in class for height, weight, or scholastic
achievement are the examples of ordinal scale of measurement. The
criterion for highest to lowest ordering is expressed as relative position
or rank in a group: 1%, 2%, 39, ..... nt. Ordinal measures have no
absolute values, and the real differences between adjacent ranks may
not be equal. Ranking spaces them equally, though may not actually be
equally spaced. - ,

3. Interval Scale

An arbitrary scale based on equal units of measurements indicates
how much of a given characteristic is present. The difference in amount
of the characteristic possessed by persons with scores of 95 and 96 is
assumed to be equivalent to that between persons with scores of 67
and 68 (In the interval scale, the differences between consecutive
numbers on the scale are equal over the entire scale but there is no true
zero point on it). The interval scale represents a decided advantage
over nominal and ordinal scales because it indicates the relative amount
of a trait or characteristic. Its primary limitation is the lack of atrue
zero. It does not have the capacity to measure the complete absence of
the trait, most psychological test and inventories are based on interval
scales.

4. Ratio Scale

A ratio scale has the equal interval properties of an interval scale
but has two additional features.
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Hypotheses Testing

ZWS% statistical tests are based on the assumption of normality.
The mSﬁm.mom_ tests may be classified into two categories namely
Parametric and Non-Parametric. According to the scales of
measurement the appropriate statistical test is selected. Inferential
statistics is performed for testing of hypothesis.

The Boﬁoa. in which the researcher selects samples to learn more
about oﬁwﬁnﬁnmnow in a given population is called hypothesis testing.
Hypothesis testing is really a systematic way to test claims or ideas
about a group or population.

The following are the steps involved in hypothesis testing.
1. Making Assumptions 4,

In hypothesis testing, the researcher makes the assumptions about
the level of measurement of the variable, the sampling method, the shape
of the population distribution, and the sample size. In the following
example, the assumptions are:

a) Sample collection : Random Sampling.

b) Hrm scale of measurement of the variable under this study is
interval.

c) The size of the sample assumes a normal population.

d) The distribution of the sample is normal.

2. Stating the Hypotheses

The null hypothesis (H,) is a statement about a population
parameter, such as the population mean, that is assumed to be true.
The null hypothesis is a starting point. The researcher will test whether
the null Eﬂomﬁmm.m is likely to be true. An alternative hypothesis (H,) is
a statement that directly contradicts a null hypothesis. Two tailed ﬁow is
applied in the case of Null hypothesis.

3. Set the Criteria for a Decision

o To set the criteria for a decision, the researcher states the level of
mﬂmEm.omJom for atest. Level of significance, or significance level, refers
to acriterion of judgment upon which a decision is made regarding the
value mﬁoa in a null hypothesis. The criterion is based on the probability
of obtaining a statistic measured in a sample if the value stated in the
null hypothesis is true.

In behavioural science, the criterion or level of significance is
typically setat 5%. When the probability of obtaining a sample mean is
less than 5% if the null hypothesis is true, then the investigator can
reject the null hypothesis. The alternative hypothesis determines whether
to place the level of significance in one or both tails of a sampling
distribution.

4. Computing the Test Statistic

Atest statistic tells us how far, or how many standard deviations,
a sample mean is from the population mean. The larger the value of the
test statistic, the further the distance, or number of standard deviations,
a sample mean is from the population mean stated in the null hypothesis.
The value of the test statistic is used to make a decision.

The test statistic is a mathematical formula that allows researchers
to determine the likelihood of obtaining sample outcomes, if the null
hypothesis is true. The value of the test statistic is used to make adecision

regarding the null hypothesis.

5. Making a Decision .

The decision to reject or retain the null hypothesis is called
significance. When the rescarcher uses the value of the test statistic to
make a decision about the null hypothesis, the decision is based on the
probability of obtaining a sample mean, given that the value stated in
the null hypothesis is true. If the probability of obtaining a sample mean
is less than 5% when the null hypothesis is true, then the decision is to
reject the null hypothesis. If the probability of obtaining a sample mean
is greater than 5% when the null hypothesis is true, then the decision is
to retain the null hypothesis.

Because the researcher observes a sample and not an entire
population, it is possible that a conclusion may be wrong. There are
four decision alternatives regarding the truth and falsity of the decision
a researcher makes about a null hypothesis:

i The decision to retain the null hypothesis could be correct.

i The decision to retain the null hypothesis could be incorrect.

ii. The decision to reject the null Eﬁoﬁamwm could be correct.

iv. The decision to reject the null hypothesis could be incorrect.
Type I error is the probability of rejecting anull hypothesis thatis

actually true. Researchers directly control the probability of committing
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Table 4
Appropriate Statistical Tests

. Parametric | Non-Parametric
Analysis Type
Y yp Procedure Procedure
Compare means between T ) .
Two distinct/independent Wwo-sample Wilcoxon
t-test rank-sum test

groups

Compare two quantitative
measurements taken from
the same individual
Compare means between
three or more

Wilcoxon

Paired t-test .
signed-rank test

distinct/independent ANOVA  [Kruskal-Wallis test
groups

Estimate the degree of Pearson o,
relationship between two coefficient Spearman y rank
quantitative variables of correlation correlation

Estimate association
between two quantitative
variables

A Few Statistical Techniques
i. ‘t> test

‘’ test or test of significance of the difference between means for
large independent samples (Garret, 1969) is used to compare the means
between any two groups on any of the variables. If the ‘t’value is below
a cut-off point at 5% level, the differences in means is considered as not
significant and the null hypothesis is accepted. When ‘t’value exceeds a
cut-off point at 5% level, then the difference side is considered to be
significant and null hypothesis is rejected.

ii. ANOVA

Analysis of Variance (ANOVA) is an extremely useful technique for
testing the difference between the means of multiple independent samples.
The basic principle for ANOVA is to test the difference among the means
of samples by examining the amount of variation between the samples
.3_8?@ to the amount of variation among samples. The value of ANOVA
is compared in the ‘F’ limit for given degrees of freedom at 5% level. If
the ‘F’ value worked out is equal or exceeds the ‘F’ limit value from the
table indicated, then there are significant differences among the samples
between the means.

Chi-Square test
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Post ANOVA test - Waller-Duncan test

Duncan’s multiple comparison procedure based on the Standardized
range test. For tests that are used for detecting homogeneity subsets of
means, non-empty group means are sorted in ascending order. Means
that are not significantly different are included together to form a homo-
geneity subset. The significance for each homogeneity subset of means
is displayed. For unequal sample sizes, the harmonic mean nh is used
instead of n.

iii. Chi-Square test

Chi-square distribution ()2 -distribution) with k degrees of freedom is
the distribution of a sum of the squares of k independent standard normal
random variables. It is one of the most widely used inferential statistics.
It is used for goodness of fit on an observed distribution to a theoretical
one of qualitative data. The value of % is compared in the x?’ limit for
given degrees of freedom at 5% level. If the “x* value worked out is
equal or exceeds out the x>’ limit value from the table indicated; then
there are significant association between the samples.

iv. Pearson Product Moment Correlation’

~ Pearson “y’ is used for estimating the extent of relation existing among
different variables taken in pairs for all the different groups. Garret (1973)
presents the following classification for interpreting the various values of
“y’, which is adopted for the study.

¥ from 0.00 to +/- 0.20
y from +/-0.20 to +/- 0.40
v from +/-0.40 to +/- 0.70
y from +/-0.70 to +/- 1
The correlation is interpreted only after the statistical significance of

denotes negligible correlation.
denotes low correlation.
denotes substantial correlation.

denotes high correlation.

co-efficient correlation is considered from the tables.

v. Multiple Correlations

Multiple correlations are used for estimating the inter-correlations
among independent variables as well as to their correlations with the
dependent variable. The co-efficient of multiple correlation indicates the
strength of relationship between one variable and two or more other
variables taken together.
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